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Abstract: Optical coherence tomography (OCT) has revolutionized diagnostics in ophthalmol-
ogy. However, OCT requires a trained operator and patient cooperation to carefully align a
scanner with the subject’s eye and orient it in such a way that it images a desired region of interest
at the retina. With the goal of automating this process of orienting and aligning the scanner,
we developed a robot-mounted OCT scanner that automatically aligned with the pupil while
matching its optical axis with the target region of interest at the retina. The system used two 3D
cameras for face tracking and three high-resolution 2D cameras for pupil and gaze tracking. The
tracking software identified 5 degrees of freedom for robot alignment and ray aiming through
the ocular pupil: 3 degrees of translation (x, y, z) and 2 degrees of orientation (yaw, pitch). We
evaluated the accuracy, precision, and range of our tracking system and demonstrated imaging
performance on free-standing human subjects. Our results demonstrate that the system stabilized
images and that the addition of gaze tracking and aiming allowed for region-of-interest specific
alignment at any gaze orientation within a 28° range.

© 2021 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Optical coherence tomography (OCT) [1] is a non-invasive imaging modality that has revolution-
ized structural imaging of in vivo biological tissues in ophthalmology by providing images with
micrometer scale resolution of the anterior [2,3] and posterior [4,5] segments of the eye. As a
result, OCT has become a standard technology employed to manage ocular diseases [6,7]. Most
OCT systems, however, are large tabletop devices exclusively found in imaging rooms at eye care
offices. Additionally, these systems require skilled ophthalmic technicians to operate and align as
well as cooperative patients who must be capable of sitting upright and follow directions to use a
chinrest and direct their gaze at a fixation target. Consequently, OCT is not readily accessible for
urgent and routine care environments, such as primary care clinics.

The most common approaches thus far to solve these accessibility problems are through
a combination of handheld OCT probes [8–15] and image registration techniques [15–22].
Handheld probes provide the workspace flexibility to image subjects outside an office setting
by allowing an operator to bring the OCT scanner to non-seated subjects. Additionally, retinal
OCT probes provide the maneuverability that permits imaging from various angles of entrance,
allowing the operator to image the desired region of interest without the need of a fixation target.
Handheld probes have great potential to increase the accessibility of OCT; however, their image
quality is limited by the stability of the operator handling the probe. Digital motion correction, in
the form of image registration, helps correct motion artifacts from operator tremor and/or patient
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motion. However, these image registration methods cannot correct large-scale motion artifacts
that lead to a loss of data due to misalignment, thus there is still a need for highly trained and
skilled technicians with steady hands. Handheld devices are a good solution for the workspace
and patient cooperation barriers of OCT accessibility, but are still limited by the operator skill
barrier.

In an effort to ease the operation of OCT systems, commercial manufacturers have incorporated
limited eye-tracking and hardware-based self-aligning mechanisms into tabletop scanners [23–25].
These systems are much easier to operate than handheld probes, but still require chin and forehead
rests, lack complete workspace flexibility, and are still tabletop-bound, meaning they cannot
be used to image non-seated patients such as those who are bedbound or free-standing. They
also lack the maneuverability of handheld probes, meaning they rely on cooperative patients
and fixation targets to image a region of interest. Ideally, one could integrate the hardware
components that facilitate use of these systems into handheld probes to overcome both operator
skill and workspace barriers. However, the addition of automated alignment components would
increase the weight and size of the handheld probe, making it even harder to maneuver.

To overcome the aforementioned barriers, we previously developed and demonstrated a
completely automated 3 degrees of freedom robotically-aligned system that aligns an OCT
scanner to the subject and, through active motion tracking of their pupil, corrects for motion
without any operator involvement [26,27]. By utilizing a robotic arm, we achieved high quality
imaging in a large workspace. The increased workspace enabled imaging of non-seated subjects,
as they did not need to position themselves within a small workspace, as they must do with tabletop
OCT scanners. Additionally, due to the increased weight/fatigue tolerance of a robotic arm
compared to a human operator, we were able to integrate self-alignment hardware components
without compromising maneuverability. The system corrected for translational motion in 3D
with accuracy and bandwidth large enough to stabilize the OCT images. Here we further enhance
the system, increasing the degrees of freedom from 3 to 5 by integrating gaze tracking and
rotational capabilities for precise control of scan angle of entrance into the eye. This advance
allows imaging any retinal region of interest within the gaze tracking range without a fixation
target. The new design also provides the ability for independent control of the imaging region on
the retina and pupil entry position.

Gaze tracking—the problem of estimating the gaze orientation of the eye—has traditionally
been addressed with the goal of studying the attention of subjects during human computer
interactions in a variety of platforms. Multiple methods have been implemented in an attempt to
solve the gaze tracking problem under different contexts, and they primarily consist of video-based
systems that track the pupil of the subject. Two-dimensional regression methods that identify
pupil contours and corneal reflections (PCCR) have been used to estimate gaze using simplistic
single camera setups [28–31]; however, these methods assume little to no translational motion of
the eye. Cross-ratio methods use projective transformation matrices to map the camera image
space to the illumination source space [32,33], but they are vulnerable to axial motion from the
subject [34]. Appearance based methods, which use the shape and texture properties of the eye,
can also estimate gaze with single camera setups, even without additional illumination sources
[35–37]. Shape based methods, where parabolic and circular templates are cross correlated
with eye contour and iris, respectively, can estimate gaze with low-resolution cameras and no
additional illumination sources [38,39]. Both appearance and shape based methods are highly
portable since they don’t require illumination LEDs or more than one camera, but their accuracy
is lower than methods with calibrated illumination. 3D model-based methods use a geometric
model of the eye to model the physical behavior of rays propagating from calibrated LEDs
[40–42]. The most robust, precise, and accurate methods—which even tolerate head motion—are
3D based methods in calibrated multi camera and LED setups [34]. In this work, we leverage
the high accuracy, precision, and robustness of 3D based gaze methods to enable motion and
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gaze tracking with our robotically aligned OCT scanner, and demonstrate the performance of the
system both in controlled model settings and in human subjects.

In this manuscript, we present a robotically aligned OCT system with 5 degree of freedom
tracking for motion and gaze compensation. This is, to the best of our knowledge, the first
OCT system that compensates translational and rotational motion without the need of a chinrest
or fixation target. We aim to utilize this system to lower accessibility barriers to retinal OCT
imaging by allowing motion-corrected imaging of multiple retinal regions of interest without
the mechanical stabilization requirements of a chinrest, fixation target, or seating chair. It is
important to lower these mechanical stabilization requirements in order to increase OCT access
to patients who cannot physically utilize a standard OCT patient interface, as well as to minimize
the required skillsets necessary to operate an OCT scanner.

2. Methods

2.1. OCT engine

The system’s scanner used a 100kHz, 1060nm swept source laser (Axsun Technologies Inc.,
Bilerica, MA) illuminating a Mach-Zehnder interferometer with a 2.7mm 1/e2 waist diameter at
the subject’s pupil plane. The interference signal was detected with 1.0GHz balanced receiver
(Thorlabs, Newton, NJ) and digitized at 800MSamp/sec (ATS-9360, Alazar Technologies Inc.,
Pointe-Claire, Quebec). We optimized the optical design with OpticStudio (Zemax, Kirkland,
WA) with a theoretical full width at half maximum (FWHM) point spread function (PSF) of less
than 9µm (Figs. 1(C) and 1(D)) and ideal axial resolution of 5.4µm within a 20◦ field of view
and imaging depth of 8.77mm at the retina. We imaged volumes at a rate of 1.75 seconds per
volume, 200 B-Scans per volume, and 500 A-Scans per B-Scan.

2.2. Robot-mounted scanner design

The sample arm of our scanner utilized a 4F relay telescope to image a pair of galvanometer
scanners to the subject’s pupil (Fig. 1(B)). The telescope was designed with 2in diameter lenses
to provide a comfortable working distance from the tip of the scanner to the patient cornea of
100mm. We folded the optical path at the retinal conjugate plane of the 4F system using a fast
steering mirror (FSM) (Optics In Motion LLC., Long Beach, CA). Additionally, we utilized
folding mirrors between the FSM and both the relay and objective lenses to reduce the form
factor of the scanner.

The scanner sample arm was also designed to support an eye tracking system that consisted of
three pupil cameras (BFS-U3-042M, FLIR Systems): one camera was inline with the pupil (with
an optical axis coaxial to that of the objective) while the other two were offset, each of them to
one side of the objective (Fig. 1(B)). The offset pupil cameras were lowered 33mm relative to the
original design in [26], such that they did not obstruct the line of sight of the non-imaged eye. In
order to image with the inline pupil camera, we imaged through the OCT scanner’s objective lens.
To integrate the inline pupil camera’s optical path with that of the OCT scanner, the fold mirror
immediately behind the objective was a short-pass dichroic mirror with a 930nm cutoff that
reflected the OCT beam and allowed other light to enter the pupil camera. To reduce the effect
of room light flicker, the pupil cameras utilized a 850nm band-pass filter rejecting visible light.
We illuminated the subject’s pupil with four 850nm LEDs (Fig. 1(A)) to have enough signal
in the pupil cameras. These LEDs were powered with a DC power supply (Korad Technology,
Shengzhen, China).

To mount our optics to the robot, we designed 3D printed opto-mechanical housings. The
parts were designed with CAD modelling software (Autodesk Inventor) and 3D printed with a
Form 2 printer (FormLabs, Somerville, MA). The scanner, weighing 2.65kg, was mounted on the
robotic arm (Fig. 1(A)), which had a 3kg payload limit.
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Fig. 1. Robotically Aligned Scanner Design. A) OCT scanner mounted on a UR3 robot.
The left and right (not shown) 3D cameras were used to track facial landmarks of the subject.
The pupil cameras were used to track the pupil with higher resolution and larger bandwidth
than those of the 3D face cameras. The IR LEDs illuminated the field of view for the pupil
cameras and generated Purkinje reflections used in gaze tracking. The Ultrasonic Ranger
was not utilized in the methods of this manuscript. B) OCT scanner optical diagram. The
scanner utilized a 4F telescope to image galvanometer scanners into the subject’s pupil. The
Fast Steering Mirror was optically conjugate to the retina. The Dichroic Mirror integrated
the optical path of both the OCT Scan as well as the Inline Pupil Camera. The OCT beams
at the extremes and center of a scan are shown in red. C) and D) show the tangential and
sagittal point spread function at the retinal plane measured at the center (0◦ × 0◦) and near
the edge of the field of view (8.5◦ × 8.5◦), respectively. We measure and report the FWHM
value for the theoretical lateral spot. ETL: Electrically Tunable Lens.

2.3. Robotic alignment

We used a UR3 robotic arm (Universal Robots, Odense, Denmark) (Fig. 1(A)) to position the
retinal OCT scanner such that the objective was located a working distance of 100mm away from
the pupil of the subject and was coaxial with the region of interest. We controlled the robot at a
125Hz frequency, sending a new motion command every cycle. The workspace was restricted to
a 300mm wide, 150mm deep, and 550mm tall virtual box where the subject could keep their face
and remain within reach of the robotic arm during Face Tracking mode (Fig. 2). In addition to
the spatial limits, we restricted the robot’s velocity and acceleration limits. Linear velocity and
acceleration limits were set to 10 cm

s and 5 cm
s2 , respectively. Acceleration and velocity limits were

enforced using an on-line time-optimal trajectory planning algorithm [43]. Angular velocity was
limited to π

20
rad
s and was implemented using quaternion spherical linear interpolation during

angular path planning. The robot was controlled through a state machine shown in Fig. 2. During
Face Tracking mode, an open-loop control system was implemented where the face tracking
cameras identified the 3D eye location in the robot base coordinate system and the robot moved
the scanner to a fixed offset from this point. During Pupil Tracking mode, a closed-loop system
was implemented where the location of the pupil relative to the pupil cameras was measured.
Since the pupil cameras were mounted onto the robot arm (Fig. 1(A)), they were not fixed in
the robot base coordinate system as the arm moved during a session. The robot then moved to
correct for any error between the measured pupil location and the objective’s back focal point,
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whose location was pre-calibrated and was fixed relative to the pupil camera coordinate system.
For any given region of interest on the retina, we define the axis of interest: the axis that the
objective lens needs to be coaxial to in order to image the region of interest. The axis of interest
for a given region is at a fixed angular offset from the eye’s optic axis. During Gaze Tracking
mode, the optic axis of the eye was measured relative to the pupil camera coordinates. The axis
of interest was then calculated by adding its pre-calibrated angular offset to the measured optic
axis. From the axis of interest, two angles were extracted: yaw and pitch relative to the pupil
camera coordinates. The target pose of the robot was subsequently rotated around the pupil by
the yaw and pitch angles.

Fig. 2. State machine for robotic alignment during imaging session. The robot began the
session in Recovery mode, where it remained still in its resting position until the 3D cameras
identified a face. If Recovery mode was entered at a later stage of the session, the robot
withdrew from its current location towards resting position. During Face Tracking mode,
the robot utilized eye location information from the 3D cameras and moved such that the
objective of the scanner was 100mm in front of the eye. The state machine transitioned
to Pupil Tracking once it found a pupil. During Pupil Tracking mode, the robot utilized
information from the pupil cameras to finely correct its location. If gaze orientation was
successfully identified, the state machine entered Gaze Tracking mode, where the robot
pivoted the scanner around the subject’s pupil such that the optical axis of the scanner was
aligned with the axis of interest.

2.4. Eye tracking

We utilized 30Hz tracking of the subject’s face to provide an initial estimation of eye location [26].
We used two 3D cameras (RealSense D415, Intel), each mounted to the table and on each side of
the robotic arm (Fig. 1(A)), imaging the entire workspace of the scanner. The pose for each 3D
camera was calibrated utilizing a hand-eye calibration procedure [45] based on images acquired
from an ArUco target [46] mounted on the robot end-effector. We detected facial landmarks
(Figs. 6 and 7) with the cameras’ infrared images using OpenFace 2.0 [47] and used them to
extract the 3D position of both eyes.

Additionally, we used the pupil cameras operating at 200Hz to track the eye imaged during
the OCT session (Fig. 7). The left and right pupil camera poses were calibrated relative to the
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inline pupil camera’s coordinate frame by using chessboard calibration targets [48]. Each camera
was calibrated using OpenCV stereo calibration [49] and refined with bundle adjustment. We
detected the pupil from each camera view using custom C++ software that identified dark circular
connected components within the image [27,44]. We estimated the pupil position in 3D using
linear triangulation from the detected images.

We estimated and tracked subject gaze at 200Hz to identify not only the location of the eye
but also the orientation to co-localize the ocular and scanner optical axes. Our gaze tracking
method was adapted from a general-purpose PCCR gaze tracking algorithm [42]. After finding
the pupil center in each pupil camera view, our custom software identified the corneal reflections
from the LEDs by finding saturated circular regions in the proximity of the pupil image center
(Fig. 3). For each corneal reflection found, we defined a plane using 3 points in space: the
camera’s principal point (which was calculated through the calibration procedure mentioned in
the previous paragraph), the corneal reflection image point at the sensor plane of the camera,
and its corresponding light source (LED) location (Fig. 4). We then calculated the center of
corneal curvature as the intersection point for all identified planes. The axis defined by the center
of corneal curvature and the center of the pupil was recorded as the optic axis of the eye. The
location of the illumination LEDs was extracted from a CAD model of the scanner. In order to
match each corneal reflection image with its corresponding LED, we sorted all the identified
reflections as well as 3D LED locations based on their angle relative to the horizontal axis.

Fig. 3. Corneal Reflection Segmentation. a) typical pupil camera image. b) pupil camera
image with red cross at the pupil center. The pupil center was identified as the center of
the largest dark circle in the image [27,44]. c) To remove potential false positive reflections
(yellow in panel a) located far from the pupil, we applied a circular mask centered at the
pupil center. d) afterwards, a binary threshold excluded non-bright pixels and connected
components was utilized to identify remaining corneal reflection candidates. e) in order to
filter out remaining potential false positive reflections (yellow in panel d), we selected the
set of candidates whose distribution best matched that of the IR LEDs in the scanner, which
were distributed in a square pattern (shown in green in panel f).

2.5. Optical alignment

The robotic alignment procedure provided a large workspace over which to align the system.
However, mechanical motion alone was insufficient to compensate for physiological motion
[27]. To address this issue, our system used feedforward control from the pupil camera tracking
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Fig. 4. Gaze Tracking algorithm. Pupil center images vj for a rotated eye (C) are shifted
relative to those from an aligned eye (B). Similarly, vj and uij for a translated eye (D) are
shifted from those in an aligned eye (B). The gaze tracking algorithm is summarized as:
1) Calibrate cameras and LEDs to find oj and li. 2) Segment images to find vj and uij as
described in Fig. 3. 3) For each ij combination, define a plane cplij containing li, oj, and uij.
4) Find intersecting point between planes cpl through linear optimization to calculate c. 5)
Calculate p via linear triangulation of vj. 6) Calculate optical axis as the axis defined by
points p and c.

to optically align the scan to the subject’s pupil with sufficient bandwidth to maintain pupil
centration (Fig. 5). To this end, a FSM was utilized to tilt the beam at the retinal conjugate plane,
which shifted the beam’s point of entrance at the pupil plane [44]. This allowed us to accurately
correct for lateral motion from the subject over a large bandwidth. To optically correct for axial
motion, we mounted a retro-reflector on a motorized stage to path length match the reference and
sample arm as the subject moves axially. For optical correction of angular offset of the scan, we
adjusted the OCT scan waveform using a summing amplifier inserted before the input of each
galvanometer axis. The measured yaw and pitch angles from gaze tracking were converted to a
voltage offset of the horizontal and vertical axis galvo mirror, respectively. Lateral, axial, and
angular motion were therefore corrected simultaneously, and independently from each other at
6.2Hz, 6.1Hz, and 17.7Hz bandwidth, respectively [26].

2.6. Face tracking performance characterization

In order to characterize the performance of our face tracking system, we mounted a Styrofoam
head (Fig. 6) model onto a motorized translation stage and placed it inside the field of view of
both face cameras. Once both cameras identified the Styrofoam head, we began tracking each of
its eyes’ location. We then stepped the stage in 3mm increments. We calculated precision by
subtracting the average measurement at each step from the raw data and calculating the standard
deviation of the resulting signal. Accuracy was evaluated by subtracting the ground truth, as



Research Article Vol. 12, No. 12 / 1 Dec 2021 / Biomedical Optics Express 7368

Fig. 5. Optical Alignment. The sample arm of the imaging system is shown imaging an
aligned eye (transparent optical path) and an offset eye (non-transparent optical path). The
offset eye is offset relative to the aligned eye by a lateral distance d, an axial distance z, and a
rotational angle θ. The lateral displacement d is corrected by an angular tilt β ≈ d

2f2 at the
fast steering mirror. The axial displacement z is corrected by an axial displacement δ = z
at the retroreflector in the reference arm. The angular displacement θ is corrected by an
angular offset α = f2

f1 θ added to the galvanometer waveform. C: transmissive collimator, TL:
Tunable Lens.

measured from the translation stages, from the signal at each step and calculating the root mean
squared (RMS) error of the resulting signal. We confirmed the face tracking range was at least as
large as the virtual box that defined the workspace of the robot. To do this, we translated the
Styrofoam head horizontally, vertically, and axially across the field of view of the cameras and
confirmed the cameras tracked the face for at least the size of the corresponding dimension of the
virtual box. The range of face tracking was then reported as the size of the virtual box. Even
though the cameras have a field of view that goes beyond the virtual box, the range was reported
only as the size of the virtual box because the robot was not allowed to move past this virtual box.

2.7. Pupil tracking performance characterization

To characterize translational tracking performance in axial and lateral motion, we mounted a
pupil model on a motorized translational stage and moved it such that it was inside the field of
view of all three pupil cameras and started tracking its location. We then stepped the stage in
rapid 1mm increments until the pupil was no longer tracked by our system. This was done in
both lateral and axial directions.

To characterize rotational tracking performance, we mounted the pupil model on a rotational
stage and rotated it until the gaze tracking system was able to identify its gaze and started tracking
it. We then stepped the stage in rapid 2◦ increments until the gaze was no longer tracked.
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Fig. 6. (A) Styrofoam mannequin head utilized for face tracking performance characteriza-
tion. Segmented images from the left (B) and right (C) face tracking cameras. Non-tracked
facial landmarks are highlighted in red. Tracked facial landmarks for eye tracking are
highlighted in green; these correspond to the right (B) and left (C) eye.

For each tracking subsystem, we evaluated precision, accuracy, and range. Precision was
evaluated by subtracting the average measurement at each step from the raw data and calculating
the standard deviation of the resulting signal. Accuracy was evaluated by subtracting the ground

Fig. 7. Imaging session tracking system. The top three panels are images from the left,
inline, and right pupil cameras. Shown is the projected optic axis (green arrow), target
pupil location (magenta cross), measured center of corneal curvature (yellow cross), and
segmented pupil center (red dot) during pupil and gaze tracking. The bottom panels are the
Left 3D camera, an overhead camera (not used for tracking), and the Right 3D camera. The
red outline in the left and right 3D cameras correspond to the segmented facial landmarks
from the face tracking. The green segmentation corresponds to the corresponding eye that
each 3D camera was tracking.
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truth, as measured from the rotation and translation stages, from the signal at each step and
calculating the root mean squared (RMS) error of the resulting signal. The range was evaluated
as the range over which the reported accuracy and precision were measured.

2.8. Subject imaging

We imaged four healthy subjects, all between 20 and 30 years old. The subjects were consented
under a Duke University Health System IRB-approved protocol in accordance with the Declaration
of Helsinki. We followed the ANSI-Z136.1 laser safety standard, which led to a sample arm
optical power of 1.59mW @1060nm wavelength and an IR LED illumination power of 223µW at
850nm wavelength.

Subjects were asked to walk into the frame with an emergency stop button to stop the robot if
desired. They were given no fixation target or mechanical head stabilization device. They were
then asked to stand still while the robot aligned and imaged their eyes (Fig. 7).

The RAOCT system was then commanded to align to 4 regions of interest for each subject:
right optic nerve, right fovea, left optic nerve, and left fovea. Volumes were collected at each
region of interest and then the subject was dismissed.

Due to COVID19 safety protocols, subjects were required to wear masks at all times during
the imaging session. In order to minimize the negative effect that facial masks had on the face
tracking quality, subjects were given a secondary mask with realistic facial features printed on to
them and asked to wear those on top of their personal masks. Additionally, an operator asked the
subjects to look directly at each face tracking camera before the imaging session. This was done
because the face tracking software utilized previous frame information in tracking a face during a
video session, and it worked more robustly when the subject looked directly at the camera. This
meant that reliable face tracking at the beginning of the imaging session improved face tracking
during the rest of the imaging session, even if the subject was no longer looking directly at the
cameras.

In addition to hardware motion correction, we registered the acquired volumes with B-Scan
rigid-body transformations. The first B-Scan from the raster scan was chosen as a reference
to register the rest of the volume to. Other B-Scans were registered by applying the rigid-
body transformation [50] that maximized their cross-correlation with the adjacent, previously
registered, B-Scan. This minimized any residual motion during acquisition. It is worth noting
that without robotic alignment and hardware motion compensation, digital registration alone
would be insufficient to correct for motion, as we would not be able to acquire the high enough
quality raw data required for digital registration to work in the first place.

3. Results

3.1. Performance characterization

The tracking accuracy, precision, and range of our Face and Pupil Tracking are reported in
Table 1. We achieved a gaze tracking accuracy of less than 1

3
◦ across the 28◦ range, over which

15 different angular orientations were evaluated, with an average of 848 data points recorded at
each orientation.

The data from our Gaze Tracking performance experiments is shown in Fig. 8.

3.2. Subject imaging

In Fig. 9, volumes from each of the regions of interest imaged during the session are shown for 4
subjects imaged under the aforementioned protocol. All imaging sessions resulted in stabilized
volumetric data of the target features of interest: optic nerve head and foveal pit for left and right
eyes. All subjects were imaged successfully despite variations in gender, height, iris color, and
ethnicity, and despite them wearing masks covering the bottom half of their faces.
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Table 1. Eye Tracking Performance Characterization

Accuracy Precision Range

Face Tracking
Lateral Translation 4.1mm 0.3mm 300mm

Axial Translation 9.7mm 0.11mm 150mm

Pupil Tracking
Lateral Translation 24.0µm 6.5µm 32mm

Axial Translation 31.5µm 6.2µm 22mm

Gaze Rotation 0.30◦ 0.06◦ 28◦

Fig. 8. Gaze Tracking accuracy and precision. The panel on the left shows the absolute error
of the mean measurement at each level of rotation (orange) as well as the root mean squared
error (0.30◦) over the reported field of view of the tracking system (green). The panel on
the right shows the gaze measurement distribution at each level of rotation subtracting the
mean measurement at each level. The reported precision (green) was 0.06◦. The observed
asymmetry in the angular range relative to 0◦ is due to the presence of the nose after rotating
in one direction but not the other.

Figure 10 shows the results of Subject 2 presented as enface projections as well as B-scans in
the same format as that used in ophthalmic photography: both eyes’ optical nerve and macular
images along with their circumpapillary and foveal B-scans, respectively. We selected Subject
2’s data because it was the brightest among the subjects (as seen in Fig. 9), but the amount of
remaining motion stability seen in Fig. 10 was typical of all subjects. This demonstrates the
ability to automatically generate the most common scans performed in an ophthalmic photography
session.

Visualization 1 shows a fully autonomous (without an operator) imaging session of a maskless
subject imaged prior to the setting of COVID19 safety protocols. The system acquired volumetric
data from all 4 regions of interest in less than 1 minute. Visualization 2 shows a semi-autonomous
(with an operator) imaging session of a masked subject imaged. Despite the presence of a mask
occluding prominent facial landmarks, face tracking was robust enough to track the subject and
successfully complete the entire imaging session in 2 minutes, which was typical among masked
subjects. The increase in time compared to that of the non-masked subject can be attributed to

https://doi.org/10.6084/m9.figshare.16901173
https://doi.org/10.6084/m9.figshare.16843051
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Fig. 9. Volumetric retinal imaging results in free-standing human subjects without a fixation
target, mechanical head stabilization, or pupil dilation. The lateral extent of the volumes is
20◦ × 20◦.

Fig. 10. Retinal scans from a free standing subject. Shown in the top panels are enface
projections for both left (Upper Left) and right (Upper Right) Optic Nerves, and their
corresponding circumpapillary B-Scans. Shown in the bottom panels are enface projections
for both left (Bottom Left) and right (Bottom Right) maculas, and their corresponding foveal
B-Scans. The extent of the enface panels is 20◦ × 20◦. The lateral and axial extents shown
of the B-Scans are 20◦ and 820µm, respectively.

the time spent by the operator directing the subject to orient their face to optimize the quality of
face tracking as well as the time spent adjusting the angle of entrance of the scan to align with
each region of interest.
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4. Discussion

This manuscript describes the design of a 5 degree of freedom auto-aligning robotical OCT
scanner that allowed motion-corrected retinal imaging at multiple regions of interest without the
need for a fixation target or mechanical head stabilization. This was achieved using face and
pupil cameras for motion tracking, as well as a robotic arm and dynamic optical components for
alignment control.

The advantage of the dual-tracking system with face and pupil tracking cameras was that
we could image over the extended range of the Face Tracking system while aligning with the
accuracy and precision of the pupil tracking system simultaneously. Similarly, the mechanical
alignment of the robot and the optical alignment using ray aiming work simultaneously and
redundantly to align rapidly and accurately over an extended workspace.

The data presented in this paper demonstrates that this system is capable of imaging multiple
regions of interest at the retina, within a 28◦ angular range, without the need for skilled operator
intervention, mechanical head stabilization, or a fixation target. With these capabilities, we
envision that a robotically aligned OCT scanner could be used in routine screening roles where
specialist ophthalmic photographers are not available. Additionally, such a system and potential
extensions could be used to image patients who are not able to utilize a chin rest, such as those
who are unconscious, bedbound, or injured, whether they are standing, seated, or supine. Gaze
tracking provided the ability to image multiple regions of interest at the retina. This allowed
for an automated acquisition of foveal and circumpapillary scans for both eyes, which are the
clinically relevant B-scans most often used in OCT eye exams.

The requirement of masking degraded the aligning ability of the system, as it negatively
impacted the quality of face tracking. This impact led to the need for semi-autonomous imaging
instead of fully-autonomous imaging as well as an increase in imaging time of approximately one
minute. However, it is encouraging that the system was still able to auto-align with the subjects
and image all relevant regions of interest even under these adversarial circumstances.

The ability to automate the acquisition of clinically relevant retinal scans may increase the
accessibility of retinal OCT to non-specialist settings. Primary care settings, for example, could
see a new role for OCT in routine physical examinations that are otherwise performed with direct
ophthalmoscopy, which does not provide the high-quality volumetric data that OCT scans provide.
High quality retinal imaging in routine primary care eye exams could lead to early detection of
common eye conditions, such as age-related macular degeneration and glaucoma, on patients
getting a annual eye exam. Since the RAOCT system could run without operator supervision, it
can even be deployed in more public environments, such as malls, where people can walk to the
system and get imaged, even without a scheduled appointment or operator intervention.

An additional advantage of a pupil-tracking OCT scanner is the ability to select an arbitrary
pupil entrance position from which to image the subject. The pupil entrance position is responsible
for the observed tilt in cross sectional images [51]. In Fig. 9, the angular tilt for a given region
of interest is consistent across multiple subjects, demonstrating the ability to control for pupil
entry position. For this paper, the pupil entry position was designed to be the geometric center of
the pupil, to minimize iris clipping. However, future robotically-aligned OCT systems could
leverage the ability to image at arbitrary pupil entry positions. Knowledge of the pupil entry
position as well as scan location provides information about the angle of incidence at the retinal
plane. Because there are retinal structures, such as Henle’s fiber layer, that exhibit illumination
directionality dependence [51,52], our system may facilitate studies that exploit this dependency
by automating the translation and rotation of the scan pivot and mitigating motion artifacts.
Additionally, control over the angle of incidence at the pupil and retinal plane provides angular
diversity that may be used for image fusion [53], as well as mosaicking [54].
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